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A B S T R A C T   

Our tasks in performing stock assessment are to estimate what is in the population now, what is likely to be there 
in the near-future, and how we should best extract yield without imperiling future reproduction or yield. There 
are many considerations for modeling recruitment in a stock assessment, and I walk through the typical sequence 
of decisions an analyst must make when setting up their stock assessment. I begin with the deceptively simple 
decision of the first modeled age, progress through the treatment of fecundity, and into the important decision of 
parameterizing the stock recruit relationship (SRR). Subsequent assessment steps such as projections and esti
mation of reference points build on these earlier decisions. The consequences of many of these decisions are 
amplified or obviated, depending on whether or not a null SRR model (mean or median with deviations) is 
implemented. Examples of expanding or attenuating consequences are provided within each decision. The po
tential for misspecification related to these decisions is noted, and advice to reduce that misspecification as well 
as suggested diagnostics are offered. As a high level summary, I recommend fitting the null SRR, using weight as 
a surrogate for fecundity and conducting sensitivity analysis if there are data suggesting significant departure 
from isometry. If estimating a non-null SRR, move away from the steepness parameterization (return to the 
original α,β parameterization), and do not begin at age 0. Lastly, exercise caution when incorporating covariates 
–they may be hitchhikers posing as drivers.   

1. Introduction 

There are many different angles from which to study recruitment, 
where the type of model applied is geared toward the question being 
asked. Theoretical studies may try to elucidate behavior of recruitment 
time series under different structural functions, e.g. studying stable 
versus cyclic dynamics and the conditions that lead to one or the other 
outcome. Improving our understanding of basic biological processes 
such as stock productivity, survival, predation, and growth, and tem
poral changes therein, is fundamental to thinking about the importance 
of these processes and how they could influence or be incorporated in 
population dynamics. A broader ecological context may examine exog
enous drivers such as climate that are thought to be influencing the past 
trends in biological processes or instigating new patterns. Each of these 
perspectives lays important groundwork for how one should think about 
recruitment in a stock assessment model, and can provide some insight 
(or hypotheses) on why we end up with the estimated number of recruits 
in a given year; and although the perspectives and approaches may 

differ, they don’t always lead to different numeric estimates. 
The primary focus of this work is how to model recruitment for stock 

assessment and management advice. Pragmatically speaking, our tasks 
in performing stock assessment are to estimate what is in the population 
now, what is likely to be there in the near-future, and how we should 
best extract yield without imperiling future reproduction or yield. In the 
context of modeling recruitment, we need to estimate recruitment 
events that reproduce observed catch and match survey trends and age 
composition. We also need to forecast recruitment from the assessment 
model’s terminal year estimates in order to advise on the future stock 
trajectory and catch advice. Ideally, future catch advice and spawning 
biomass trajectories aren’t too dependent on projected recruitment. 
However, lags between data availability, assessment meetings, and 
quota setting often mean that terminal year recruitment estimates will 
contribute to those quantities to some extent, depending on selectivity 
and maturity patterns. Also, in the context of longer term projections for 
rebuilding, those forecasted recruits (also called “paper fish” because 
they are a model product and not based on observations) may contribute 
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to a larger extent. Reference points for determining stock status and the 
sustainability of future catch (and rebuilding) depend on recruitment to 
determine the absolute scale–this is quite a heavy demand for such a 
challenging quantity to model. 

In what follows, I consider several key decisions that an analyst must 
make when conducting a stock assessment, highlighting potential mis
specifications and a rationale for proposed pragmatic approaches. This is 
primarily germane to age structured assessment models, because re
cruits and the form of their dependence on spawners are explicitly 
defined in the model equations by a stock recruit relationship (SRR). I 
note that even models that estimate a time series mean (or median) 
recruitment and annual deviations from this mean can be considered a 
‘null SRR model’ (and I retain this terminology below). Simpler assess
ment models have implicit assumptions that are not as obvious but are 
just as easy (if not easier) to violate (e.g., no lag between spawning and 
recruitment, all ages have the same weight and selectivity and 
contribute equally to surplus production), but they are not the focus of 
this work. I conclude by discussing these decisions in a broader context 
for other assessment approaches and data environments, and offer 
counterpoints as well as recommendations for future research and the 
next generation assessment models. 

2. Methods- decision pathway 

There are many considerations for modeling recruitment, and I walk 
through the typical sequence of decisions an analyst must make when 
setting up their stock assessment. I begin with the deceptively simple 
decision of the first modeled age, progress through the treatment of 
fecundity, and into the important decision of how to model recruitment. 
Subsequent assessment steps such as estimation of reference points and 
forecasting follow from these earlier decisions. The consequences of 
many of these decisions are amplified or obviated, depending on 
whether or not a null SRR model is implemented. Examples of expanding 
or attenuating consequences are provided within each decision. A poll 
sent to stock assessment scientists to characterize current practice is 
summarized and referenced in the appropriate sections below (see table 
and figures in Supplementary Material). 

2.1. Assessment related decisions 

2.1.1. Age at recruitment 
One of the first decisions in setting up an age based stock assessment 

is often one the analyst doesn’t even have to make, because the software 
package makes it for them: the age at recruitment. Many assessment 
software packages have implicitly coded the first age at either 0 (Stock 
Synthesis versions earlier than 3.30, Methot and Wetzel, 2013) or 1 
(ASAP – Legault and Restrepo, 1999; WHAM – Stock and Miller, 2021; 
BAM – Williams and Shertzer, 2015; AMAK – Ianelli and Fournier, 
1998), although some allow this specification (SAM – Nielsen and Berg, 
2014; a4a – Jardim et al., 2015; FLR – Kell et al., 2007; Stock Synthesis 
versions 3.30 and later; Methot pers. Comm.) (Fig. S1). From the early 
days of modeling commercial fish stocks, this decision was driven by the 
age that fish ‘recruited’ to the fishery, because that was when data were 
first available. Beverton and Holt (1957) described the main factor be
tween stocks with early and late recruitment age as being dependent on 
whether nursery grounds overlapped with areas of exploitation. The 
terminology ‘partial recruitment’ still persists for describing patterns of 
selectivity, and is likely a holdover of this earlier context. For the pur
pose of this work, I focus not on ‘fishery recruitment’ but on ‘biological 
recruitment’, and define recruits as the number of fish that survive the 
density dependent window that begins at spawning. Density dependence 
is assumed to be nonexistent or negligible beyond this window, although 
in reality this is likely to be a gradual transition (Lorenzen and Camp, 
2019). 

Specifying the age of recruitment in an assessment model should be 
motivated by both data availability and biological processes, and there 

are consequences of that decision for the estimability of a stock recruit 
relationship. As noted above, density-dependence is assumed negligible 
beyond the age of recruitment, so at a minimum one should not specify 
the age of recruitment where it is suspected that survival is still density- 
dependent. The length of the density-dependent window rarely aligns 
with model time steps (often calendar year), but ‘rounding up’ from the 
end of that window to the end of the year by density-independent 
mortality does not impact the estimated non-null SRR resiliency 
parameter (as long as the fish remains immature in that ‘round up’ 
period; Brooks and Powers, 2007). However, ‘rounding down’ by trun
cating some portion of the density dependent window would yield 
biased SRR parameters (see Appendix A). 

Two additional considerations for recruitment age are the earliest 
age for which data exist, and the maturity ogive. One should aim to use 
the earliest age with data, provided it is not already a mature age. The 
stipulation for the age to be immature is due to the fact that you cannot 
estimate a stock recruitment relationship if any of the ‘recruits’ are 
mature because you would then have the same fish on both sides of the 
SR equation. If data are only available for mature fish, then the null SRR 
should be used. 

It is also important to avoid (or minimize to the extent possible) 
specifying that recruitment occurs at an age at which fish are already 
appearing in the fishery catch (either as landings or discards). Doing so 
essentially writes those fish off because it reduces the perceived pro
ductivity of the stock, and therefore will reduce the estimated yield that 
can be taken (Brooks and Powers, 2007). This is true for non-null SRR 
because the inclusion of fishing mortality in the recruitment window 
reduces the estimate of stock resilience (from which Fmsy is estimated) 
as well as the estimate of unexploited equilibrium recruitment (Brooks 
and Powers, 2007). For the null SRR, the estimate of mean recruitment 
would also be reduced. This recommendation is made with stocks that 
live more than a year or two in mind; stocks with very short life-spans 
may be available to surveys and fisheries very close to ‘age zero’. For 
these stocks, if the model time step is monthly (or seasonally) rather 
than annual, it may be possible to specify a recruitment age in months 
that reduces the amount of fish that get written off by being caught in the 
recruitment window (but see 2.1.3 for discussion of this with respect to a 
null SRR). A seasonal model might also be appropriate for longer-lived 
stocks if fish are available to the fishery before age 1. To deal with 
pre-recruits in the fishery catch, one could try to estimate fishing mor
tality from catch that occurs within the recruitment window, but this is 
complicated by the assumed units of fecundity (typically weight) versus 
units of fish caught (numbers). If your fecundity units are numbers of 
eggs, then it may be possible to estimate fishing mortality (F) directly; if 
your fecundity unit is weight, then a relative fecundity scalar is implicit 
in the F, and it is not clear how you would scale bycatch estimates. 

Now, if it is best to have a shorter window for recruitment (to avoid 
overlap with maturity and fishery selectivity), is it possible to have the 
window be too short? Modeling recruitment to begin at age zero seems 
problematic for several reasons. First, it is rare to have precise obser
vations at age zero. Second, the x-axis in a stock recruitment plot is 
typically spawning biomass, which is assumed to be a proxy for eggs, 
which are age 0. Thus, when recruitment occurs at age zero, it would 
seem that you are specifying the same quantity for both the x and y axis, 
albeit in different units. And arguing from first principles, stock 
recruitment functions are derived from a differential equation 
describing the change in number of eggs (R(0)) from time t = 0 to the 
end of the recruitment window tr: 

dR(t)
dt

= − [M + F + AR(t) + BR(0) ]R(t) 0 ≤ t ≤ tr (1) 

In (1), M and F are the instantaneous natural and fishing mortality 
rates, respectively, and A and B define density-dependent mortality 
rates. Clearly, if the recruitment window begins and ends at t = 0, then 
the definite integral of dR/dt from 0 to 0 is R(0), i.e there is no change 
when there is no elapsed time. These points are technical, and one might 
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argue (with some hand waving) that the model actually estimates 
numbers at a later age (where data exist) and the recruitment parame
ters are just rescaled by the density-independent mortality between age 
0 and that later age. That argument seems tenuous (see Appendix A), 
likely to mischaracterize uncertainty, and necessary only because of a 
constraint in the model code. Even if it is possible to specify smaller time 
intervals within the year and therefore the fraction of year when age 
0 fish appear, there must explicitly be an ‘N’ corresponding to that first 
age slot in the model of numbers at age at the beginning of the year (age 
0), even though that age is then ‘born again’ some Δt of the way through 
the year. It is unconvincing that sub-annual time steps solves the prob
lem with specifying age 0 when you have a non-null SRR. Moreover, if 
the month of spawning within the year is not January 1, there needs to 
be careful coordination of age assignment conventions so that the offsets 
align between age readers and assessment modelers. Because of the lack 
of a relationship between recruits and spawners with the null SRR, the 
above misspecifications with age 0 can be avoided, but even then it 
would seem unwise to begin your model at age 0 if you have no or 
limited data for that age (see Fig. S2 for age modeled by SRR type in 
current assessments). 

Pragmatic recommendations for age at recruitment can be 
summarized as follows: avoid modeling recruitment at age 0 and 
minimize to the extent possible specifying that recruitment occurs at an 
age at which fish are already appearing in the fishery catch; specify an 
age ≥ 1 that is immature (or adjust model time step to accommodate 
very short lived stocks); coordinate age assignment conventions be
tween age readers and modelers so that ‘biological age’ and ‘model age’ 
align. If there are data at several fully immature ages, evaluations of 
model precision, stability (Mohn’s rho), cross-validation and model skill 
(Kell et al., 2021), and forecast accuracy (retrospective forecasting, 
Brooks and Legault, 2016) may help identify the better age to specify for 
recruitment. Considerations for future model development are to 
generalize the first model age and allow the user to specify age at 
recruitment. 

2.1.2. Units of fecundity 
The weight of a fish is the most common surrogate for egg production 

(Fig. S3), and arguments for its use are found in Beverton-Holt (1957). 
But convenience isn’t always the best rationale for convention. A 
number of concerns have been raised about the use of weight for 
fecundity, with hyperallometry being one of the most frequent (Marshall 
et al., 2021; Barneche et al., 2018;). With hyperallometry, fecundity is 
assumed to be more than proportional with increases in weight, such 
that fecundity = weightc, where c> 1. Concerns have been raised that 
using weight in place of fecundity will bias stock productivity, resil
ience, and reference points (Marshall et al., 2021). But, fecundity data 
are not widely available (Tomkiewicz et al., 2003), can vary both 
spatially and temporally (Marteinsdottir and Begg, 2002), and are 
harder and more costly to collect. The diversity of reproductive strate
gies (McBride et al., 2015) makes it clear that presence of eggs does not 
guarantee spawning will occur in a given year. Empirical studies 
(Trippel, 1998), modeling work (Murawski et al., 2001), and synoptic 
reviews (Fitzhugh et al., 2012; Hixon et al., 2014) suggest that spawning 
success (irrespective of weight or fecundity unit) and egg viability may 
improve with each successive spawning season (but see Morgan et al., 
2007). This is not a one-dimensional problem by any means, and striving 
for greater realism presents challenges with additional nuances for 
which data are sparse. 

There is a lot of work being done to advance our understanding about 
reproductive ecology, and for some stocks there is an abundance of data 
on eggs (e.g. egg count surveys for mackerel and horse mackerel in the 
Northeast Atlantic, red snapper in the Southwest Atlantic). However, 
data to quantify the above mentioned reproductive aspects are quite 
limited (if they exist) for most species, especially if estimates spanning 
the time series of the assessment model (and possible changes through 
time, Fig. S4) are needed. If only limited temporal data about one aspect 

are available, it is hard to believe that using it in place of weight would 
create fewer problems; sensitivity analyses could identify which of the 
reproductive processes has the most important effect (Miller et al., 2018; 
Brooks, 2013). 

The case for staying the course and continuing to use weight as a 
proxy for eggs would seem to be the default, because of greater avail
ability of such data. However, even if fecundity is isometric and weight 
is therefore an appropriate proxy, the variability in observed weight at 
age can stray from the true population weights for reasons that are 
beyond the analyst’s control. For example, stock weights that are used to 
calculate SSB in the model can be derived from catch weights (typically 
a mid-year timing is assumed for catch weights, and a model based 
approach is used to regress those weights to the timing within the year 
when spawning is assumed to occur). If the timing of catch changes such 
that more occurs earlier or later in the year over the time series, that can 
impact the “mid-year” assumption. Changes in processing (gutting) and 
market preference over time can also lead to discrepancies. Alterna
tively, stock weights can be calculated from sampling on scientific sur
veys. The design of fishery-independent surveys is to sample at roughly 
the same time of the year, however logistics related to weather and 
mechanical failure can cause shifts in survey timing. And while the 
survey attempts to adhere to a fairly consistent schedule, fish are under 
no such obligations, and important activities like spawning may occur 
due to temperature or other natural cues that may vary substantially 
from year to year. This could impact measurements of weight at age if 
your sample in one year includes primarily developing individuals and 
the next year includes more spent individuals (Wuenschel et al., 2018). 
In such a case, observed weight at age would appear to have decreased 
(e.g., Trippel and Neil, 2004, estimate of 25% loss in mass pre- vs 
post-spawning haddock). 

Modelling with a non-null SRR is impacted directly by the choice of 
fecundity unit because of the functional reliance on SSB, but even the 
null SRR is impacted by the fecundity unit because SPR proxies use 
‘fecundity at age’ for the calculation. However, regardless of the unit, 
the annual estimates of recruitment are identical for the null SRR 
(including in the projections). For the non-null SRR, recruitment esti
mates are identical in the assessment years but differ in the projections 
because those estimates are predicted from the mean fitted curve given 
the estimated SSB in those years (which differ due to the units) (Fig. 1). 
Comparing predicted recruitment between a null and non-null SRR, for a 
given fecundity unit, results in nearly identical recruitment for almost 
the entire time series, with differences only noticeable at the very end 
where the non-null SRR estimates show some shrinkage to the mean
—the meaningful differences are in the projections, where recruitment 
estimates can be quite different. 

An advantage of using eggs rather than weight for non-null SRR is 
that one can interpret the parameters of the SRR in terms of instanta
neous mortality rates, whereas when weight is the fecundity unit, those 
parameters have an implicit scaling by average fecundity that obscures 
the mortality rate. The ability to interpret mortality directly could be of 
use if one had catch estimates of pre-recruited fish and wanted to 
attempt to estimate associated fishing mortality (although realistically, 
one would probably need a strong hypothesis about the rate of density- 
independent mortality of pre-recruits in order to estimate fishing 
mortality). 

Pragmatic recommendations for units of fecundity are as fol
lows: continue using weight at age because many stocks have nothing 
else. Try to eliminate noise in weight at age due to factors other than 
growth (shifts in landings pattern over years, or timing of spawning 
relative to sampling, e.g.). Consider modeling stock weight inside the 
model so that uncertainty in the process carries into stock weights in the 
projections (Nielsen et al.;, this issue). If limited direct fecundity data are 
available, consider a sensitivity analysis using that in place of weight at 
age to gauge the potential magnitude of change in assessment 
results–these results could form the basis of requests for continued 
funding to collect more of that data (and standardize its interpretation) 
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and to explore ways to extend the time series further back in time if 
possible. If direct fecundity data exist, by all means use it, but as noted 
when using weight, be attentive to any misleading patterns due to 
sampling rather than biology, and continue monitoring for potential 
temporal change. 

2.1.3. Functional form for SRR 
The two most popular functional shapes of non-null SRR are distin

guished by the pattern of recruitment as spawning stock increases – 
either recruitment asymptotes (Beverton and Holt, 1957), or recruit
ment declines after peaking at some intermediate spawning stock 
abundance (Ricker, 1975). The primary alternatives in current practice 
are the null SRR with mean deviations (correlated or uncorrelated), and 
a hockey stick where a SSB hinge point is imposed such that predicted 
recruitment declines to the origin when SSB is less than that hinge 
(Fig. S5; but see Albertsen and Trijoulet, 2020, for additional parametric 
and non-parametric forms including the ‘compensatory mortality 
property’ model of Cadigan, 2013). The hockey stick SRR (Barrowman 
and Myers, 2000) was used in 3 out of 88 responses, and a recent study 
found it had the poorest identifiability in model selection testing (Tri
joulet et al., 2022), and it is not described further here. Biological 
mechanisms are invoked as justification for one or the other shape, with 
the likelihood of cannibalism offered as justification for selecting the 
Ricker overcompensatory SRR. Biological mechanisms are also the 
principal argument against the null SRR, because to some it violates the 
primacy of biology in describing population dynamics. But our inability 
to detect a signal from noisy data with low contrast and no replicates 
should not be taken as an affront to our biological sensibility. 

If an analyst is contemplating fitting a SRR other than the null model, 

another seemingly innocuous decision is how to parameterize the SRR – 
but often, this is also pre-determined by the software package being used 
(Fig. S6). Currently, the most common SRR parameterization is in terms 
of steepness (h) and unexploited recruitment (R0), the other alternative 
being the original α and β parameters: 

R =
4hR0S

φF=0R0(1 − h) + (5h − 1)S
(Beverton − Holt) (1a)  

R =
αS

1 + βS
(Beverton − Holt) (1b)  

R =
1

φF=0
S(5h)

5

/

4[1− S
R0 φF=0

]

(Ricker) (1c)  

R = αSe− βS(Ricker) (1d) 

The derivation of steepness (Mace and Doonan, 1988) was very 
clever in that it resulted in a unit-less value reflecting stock productivity 
as well as vulnerability to exploitation, and even more useful was that it 
could be compared across stocks for inference about being more or less 
resilient to exploitation. Further analytical work demonstrated that 
steepness could be transformed into maximum lifetime reproductive 
rate (α̂, also unitless and comparable across stocks; Myers et al., 1999). 
Comparability and intuitive interpretability are strong selling points and 
likely fueled enthusiasm for coding SRR in terms of steepness rather than 
α and β. 

When model choices are hardwired in the code, thereby removing 
the choice from the user, a potential consequence is that the user is 
unaware of embedded assumptions (unless one carefully reads the code 
line by line – asssuming it is available and well commented). Mace and 
Doonan (1988) explicitly noted the assumption of a population in 
equilibrium, and to translate from α and β one also needed to define that 
steady state in terms of unexploited recruitment (R0), which by defini
tion is achieved by unexploited spawners (S0) divided by unexploited 
spawners per recruit (φF=0) which is calculated as 

φF=0 =
∑A− 1

a=r
μafa

∏a− 1

j=r
exp( − Mj) + μAfA

∏A− 1

j=r
exp( − Mj)

1
1 − exp(− MA)

(2)  

where A is the plus group, M is natural mortality, μ is maturity, and f is 
fecundity. The replacement line from the origin to the unexploited 
equilibrium (S0, R0) therefore has slope 1/φF=0. This is a place where 
misspecification can creep in, as highlighted in Miller and Brooks 
(2021). A number of data rich stocks are able to estimate annual 
maturity (or stanzas of maturity ogives for blocks of years) as well as 
annual growth equations or empirical weights at age (WAA), and in 
some cases even annual natural mortality (see Fig. S4). The existence of 
this rich data challenges the lack of a ‘y’ subscript (for year) in the 
equation for φF=0 above. What are the implications? First, if the 
assessment software uses the steepness parameterization, then assess
ment model users should know what is specified for the unexploited 
replacement line in the software they are using (is it calculated from 
values in the first year of observations? The most recent year? A mean of 
all observed values at age?). Second, the user should be aware that if any 
biological parameters are changing by year (maturity, fecundity, natural 
mortality), then the assumption of equilibrium state used to derive 
steepness has been violated (Fig. S7 characterizes frequency of 
time-varying biological parameters by SRR). 

From the perspective of model estimation, the consequence of this 
violation is that you will get a different estimate of steepness and R0,S0 
for each combination of age-specific biological parameters (because 
each combination produces a different replacement line), yet the un
certainty (and possible arbitrariness) associated with default values used 
in the model is probably not recognized by many practitioners. For 

Fig. 1. Annual estimates of recruitment (top) and spawning stock biomass 
(SSB) (bottom) for two forms of stock recruit relationship (Mean or Beverton- 
Holt), and three possibilities for the exponent scaling weight to fecundity, 
fecundity = weightc: isometric (c=1), or hyperallometric (c=1.25 or c=1.5). The 
vertical dashed line separates assessment years from projection years. 
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example, Miller and Brooks (2021) show an illustration where the point 
estimate of steepness could vary from 0.47 to 0.69 for the Beverton-Holt 
(or 0.44–0.77 for the Ricker), while spawning biomass and yield at MSY 
each varied by a factor of about 2.5, depending on the year from which 
biological parameter estimates were taken. Rather than leaving this 
range of uncertainty buried by a default model specification, Miller and 
Brooks (2021) recommend to estimate the SRR in terms of α and β, 
which does not rely on the replacement line (Eqs. 1b and 1d versus 1a 
and 1c), and then to transparently derive reference points from the fitted 
SRR so that the assumed biological values are explicitly stated. Subse
quently, the α and β parameters can be converted into associated pa
rameters of steepness for comparison between stocks. 

There are also consequences of variable biological parameters for 
two common diagnostics: R0 profiling and dynamic B0 (Lee et al., 2014; 
Berger, 2019). As Miller and Brooks (2021) note, there are in
consistencies with the dynamic B0 approach, and for both diagnostics 
one would expect results to vary depending on which replacement line 
was used (because each yields a different R0,B0). 

One of the appealing features of the steepness parameterization was 
that steepness is unitless and therefore directly comparable across 
stocks. This has led to meta-analyses and implementations of steepness 
priors to aid estimation in cases where the data are not informative 
about the SRR. However, comparability doesn’t necessarily imply 
interchangeability; the misspecification just discussed about time vary
ing biological parameters can profoundly bias the estimates from which 
priors are derived (Miller and Brooks, 2021, specifically Table 1 and  
Fig. 5). Steepness is a function of density-independent recruit survival 
(α, scaled to account for fecundity if unit is weight) and φF=0: 

h =
αφF=0

4 + αφF=0
(Beverton − Holt) (3a)  

h =
1
5
(αφF=0)

4/5
(Ricker) (3b) 

Therefore, assigning two stocks with different φF=0 to have the same 
steepness implicitly changes the α parameter in order to balance the 
stock-specific φF=0, which confounds variability in the pre- and post- 
recruit processes (α and φF=0, respectively) (Miller and Brooks, 2021). 
Similarly, when simulation studies fix both M and steepness as factors 
that vary independently, the same confounding occurs (but see Cortes 
and Brooks, 2018, for a simulation where α and φF=0 were the factors 
varied so that hypotheses about the population process was explicit). 
Even if biological parameters are constant, He and Field (2019) found 
that accurate estimates of steepness were dependent on the degree of 
contrast in stock abundance (generated through exploitation patterns) 
and recruitment variability, and that even informative priors could 
produce biased estimates depending on the appropriateness of that 
prior. 

Not all stocks have sufficient data to estimate annual biological pa
rameters (Fig. S4, S7) – is it safe for these stocks to use the steepness 
parameterization? In these instances, one assumes a time invariant 
vector for biological parameters at age, so in principle the stationarity 
condition has not been violated. Whether that is true in reality, or just 
appears to be so due to low sampling, is a question analysts should 
confront. The same question could be asked for stocks with annual ob
servations that appear to fluctuate without trend – is it so egregious to 
simply estimate a timeseries average for biological parameters and 

assume that reflects equilibrium conditions? Perhaps not, but the un
certainty associated with the annual departures from that time series 
average are not conveyed in the assessment results or in the manage
ment advice unless they are directly modeled in the assessment. Again, 
in these situations, the α,β parameterization could be used instead, and 
then replacement line assumptions for deriving reference points can be 
addressed separately and transparently. Unfortunately (or fortunately), 
α and β are not amenable to priors, so if your data are not informative 
about these parameters then there isn’t a meta-analysis to fall back on, 
and you should probably consider the null SRR as your starting point. 

If you have observed high contrast in the data for your stock and 
have success fitting a SRR, yet another fly in the ointment is model se
lection. Multiple studies have shown that the Ricker has a greater 
probability of being selected by information criteria as the correct model 
even when it isn’t (de Valpine and Hastings, 2002; Zhou, 2007; Brooks 
et al., 2019). Several explanations have been offered for this (Subbey 
et al., 2014 and references therein), but no remedy. 

It is sometimes proposed that part of the difficulty with fitting SRR is 
due to not accounting for influential mechanisms, and thus the incor
poration of indices that purportedly explain variation in the SRR is a 
windmill that is often tilted at. But do these indices reflect environ
mental drivers or merely hitchhikers (sometimes referred to as lurking 
variables)? Identified correlations that subsequently break down have 
been discussed extensively (Myers, 1998; Walters and Collie, 1988; etc.). 
A comprehensive review in Haltuch et al. (2019) identified stocks with a 
clear bottleneck in the recruitment window as the most likely cases to 
have success incorporating environmental indices, and Haltuch and 
Punt (2011) found high Type I error for accepting an environmental 
index when infact it spuriously coincided with stock declines from 
fishing. None of the survey respondents reported including an envi
ronmental driver in the SRR (Fig. S8), although two of the stocks are 
exploring sensitivity assessment model configurations that include an 
index to inform recruitment deviations (SEDAR, 2018; Sculley et al., 
2018), and another stock uses it as auxiliary information to inform ex
pectations about recent year classes (Ianelli et al., 2022). This seems 
consistent with Skern-Mauritzen et al. (2016), who examined 1250 stock 
assessments and found only 24 that incorporated an environmental 
index in any biological process. 

The increasing adoption of state-space approaches in stock assess
ment (SAM, Nielsen and Berg, 2014; WHAM, Stock and Miller, 2021) 
provides the means for more appropriate statistical treatment of envi
ronmental indices and their mechanistic effect on recruitment (e.g., 
Miller et al., 2016). Even with these more advanced tools, identifying 
robust models is challenging. I illustrate this for an expanded suite of 
models originally considered in Miller et al. (2016) for incorporating a 
cold pool index (CPI) for southern New England yellowtail flounder (see 
vignette 2 at https://timjmiller.github.io/wham). The best fitting model 
(by AIC) from the vignette set was a Beverton-Holt with the CPI acting as 
a “controlling” influence (see Iles and Beverton, 1998; Xu et al., 2018; 
Maunder and Thorson, 2019) with AR1 process error, and with uncor
related (iid) process error in the annual transitions between numbers at 
age (NAA). Performing a retrospective analysis by removing 10 years of 
data showed that dropping even 1 year led to selection of a different 
model as the best (still a Beverton-Holt, but a limiting instead of con
trolling mechanism for the CPI effect, which was modeled as a random 
walk instead of AR1; Fig. 2). When the vignette set of models was 

Table 1 
Proportion of recruits estimated in the terminal year of the assessment (T in bold), proportion of paper-fish (PF in italics), and combined proportion of terminal year 
estimate and paper fish (T + PF in bold italics) that contribute to projected catch in biomass.  

Projection Year Age1 Age 2 Age 3 Age4 Age5 Age6 Age7 Age8 Age9 Prop. T estimate Prop. PF Prop. T+PF 

T + 1  0.01  0.13  0.06  0.15  0.04  0.12  0.05  0.03  0.41  0.13  0.01  0.14 
T + 2  0.01  0.05  0.31  0.08  0.13  0.03  0.09  0.04  0.27  0.31  0.06  0.37 
T + 3  0.01  0.04  0.12  0.38  0.06  0.09  0.02  0.06  0.21  0.38  0.17  0.55 
T + 4  0.01  0.04  0.10  0.16  0.34  0.05  0.07  0.02  0.21  0.34  0.32  0.66  
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expanded to include an AR1 process in the NAA transitions, then the best 
fitting model was the null SRR where the CPI acted as a controlling 
mechanism with a random walk for process error, and NAA transitions 
had an AR1 correlation in process error (this model selection held as the 
best for all 10 peels). Notably, the time series estimates and CVs in the 
assessment time period are remarkably similar regardless of the form of 
the SRR and the correlation among NAA transitions (Fig. 3). Differences 
in the projections among these models are discussed below in the fore
casting decisions. 

The challenges of incorporating an environmental driver mount 
when there are so many ways to model it—how many different models 
should be considered? Can any be ruled out a priori? If we try all of 
them, how do we avoid post-hoc justification for the model selected (or a 
significant result by chance alone)? And what is the best assumption for 
projecting the driver into the future? This harkens back to a memorable 
quote in Walters and Collie (1988): 

…"the model worked well until next year." The amazing thing is not that 
the correlations breakdown with such disturbing regularity, but that 
apparently sensible scientists keep searching for them.” 

It seems clear that climate is changing, and living beings are 
changing in response to it. Skepticism of spurious results does not make 
one a climate denier but rather a careful and dispassionate analyst. Work 
to identify drivers will likely continue, because as scientists we are 
driven to ask questions and try to improve our understanding and our 
ability to anticipate future conditions. But we should be mindful of the 
potential for hitchhikers in our quest to identify drivers. Most analysts 
perform retrospective analysis and often do so for several models being 
considered – with that work already done, it takes minimal effort to also 
look at model selection across those same models in each of the peels to 
identify stability of the model selection (see Miller et al., 2016, e.g.). 
This recommendation applies to assessment models without environ
mental covariates as well. 

With all of the decisions to be made for modeling recruitment in 
stock assessment, there is ample opportunity for misspecification. And 
given the complexity of processes that occur within the recruitment 

window, detecting a signal other than the null SRR can be difficult 
(Brooks et al., 2019). Diagnostics can help us understand whether our 
recruitment estimates are robust. A primary tool is retrospective analysis 
(Mohn, 1999; Legault, 2009; Deroba, 2014; Hurtado-Ferro, 2015). The 
retrospective pattern of recruitment is often very messy, and this is not 
surprising given terminal year model estimates are operating on the 
least amount of data (as demonstrated by large CVs associated with 
these estimates). Nevertheless, terminal year estimates can be quite 
influential in projections, depending on the length of the projection and 
the age at which those recruits become mature (enter SSB) and reach the 
fishery. Several diagnostics that can help frame expectations for the 
terminal year recruitment estimates, based on recent model perfor
mance, are shown in Fig. 4. For example, given a retrospective analysis 
has been performed (Fig. 4a), another way to look at the same data is to 
calculate how the terminal year estimate of all year classes in the 
retrospective peels were subsequently re-scaled as additional years of 
data were added to the model (Fig. 4b). This allows one to determine if 
there is a consistent pattern of overestimation with only 1 year of data, 
or whether there is a pattern of over/under estimation depending on the 
magnitude of the initial estimate. With more complex models, it may be 
possible to achieve stability in some model estimates, but we should look 
to see if something else is absorbing the changes as new data are added 
to the model (Fig. 4c, showing retrospective pattern in recruitment de
viations). Lastly, hindcasting or retrospective forecasting analyses 
(Brooks and Legault, 2016) can help identify robustness of the chosen 
recruitment model (Fig. 4d, showing updated assessment estimates of 
recruitment and values projected from the previous assessment). 

Pragmatic recommendations for the functional form of SRR 
model: model recruitment with a null SRR as a default because it avoids 
a lot of potential for misspecification and many stocks lack contrast in 
abundance anyway. If you have a lot of contrast in stock abundance and 
can estimate a non-null SRR, then move from steepness to α,β parame
terization when you have temporal variability in biological parameters, 
and be aware of model selection bias towards the Ricker. Steepness 
priors are prone to abuse and misspecification and should also be 
avoided. Adopt state space modeling approaches, where process error 

Fig. 2. Retrospective model selection based on AIC for 7 models. The difference in AIC (dAIC) is calculated from the model with the minimum AIC. Peel 0 is the full 
data set, and peels 1–10 successively remove one year of data. The models fit the null stock recruit relationship (“Mean”), the Beverton-Holt (“BH”), or the Ricker, 
where the cold pool index (CPI) either had no effect on recruitment (“none”), was controlling (“Contr”), or was limiting (“Limit”). Process error for the CPI was either 
a random walk (‘rw’) or ar1; process error in numbers at age transitions was iid. [See vignette 2 at https://timjmiller.github.io/wham]. 

E.N. Brooks                                                                                                                                                                                                                                      



Fisheries Research 270 (2024) 106896

7

Fig. 3. Time series of recruitment estimates (top) and CVs (bottom) for southern New England yellowtail flounder. The models fit the null stock recruit relationship 
(“Mean”) or the Beverton-Holt (“BH”), and the cold pool index (CPI) either had no effect on recruitment (“none”, open circles), was controlling (“Contr”), or was 
limiting (“Limit”). Process error for the CPI was a random walk. Row facets indicate the process error in numbers at age transitions (iid or AR1 across years, “ar1_y”). 
Projections are to the right of the vertical dashed line, where the CPI was either held constant at a recent 5 year average (“Avg .5 yrs.ecov”, solid lines) or the CPI 
process error continued (“Cont.ecov”, dashed lines). [See vignette 2 at https://timjmiller.github.io/wham]. 
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and correlation in random effects are estimated and carried forward into 
projections. Be wary of covariate hitchhikers posing as environmental 
drivers. Examine robustness of model selection across retrospective 
peels, as well as diagnostics that relate to stability of terminal year es
timates. For future model development, reduce hard-wired parameter
izations about the SRR (e.g., the replacement line) so that the user is 
aware of the choice and can explore its consequences. Finally, allow the 
user to choose among SRR parameterizations. 

2.2. Forecasting decisions 

Projecting the stock assessment model for management advice re
quires many assumptions, because data are rarely available to be fit in 
those years. To better characterize risk, and to maintain a consistent 
treatment of uncertainty, decisions made while fitting the stock assess
ment model to data should carry forward into projections. Specifically, 
the unit of fecundity impacts projected SSB, which influences perception 
of stock biomass relative to management targets (Minte-Vera et al., 
2019); it also influences projected recruitment if a non-null SRR is used 
(Fig. 1). Assumptions about fecundity (typically weight at age) and 
maturity may apply a recent average by age, or results from a fitted 
model that is used to extrapolate recent trends. A more consistent 
approach is to model this process within the stock assessment to allow 
the uncertainty to be propagated into the projections (Nielsen et al., this 

issue). Assumptions about selectivity in the projections are more 
nuanced, because one could use a recent average at age, or allow the 
estimated process to continue, or explore the consequence of manage
ment action that is intended to reduce bycatch of recruits or to shift fully 
selected ages. The appropriate decision will depend on the management 
need, and there is value in comparing the impact of this assumption. 

Similarly, the treatment of process error in recruitment (iid or 
autoregressive) should carry forward in projections. Johnson et al. 
(2016) found improved performance in projections (better statistical 
coverage) when correlation in recruitment deviations was included, 
however the penalized likelihood did a poor job at estimating the true 
correlation. For a given form of process error (iid or AR1), the recruit
ment fit within the assessment window will likely be very similar be
tween the null and non-null SRR, however the assumed form of process 
error can impact both the projected trend as well as the CV of those 
predictions, especially for non-null SRR (Fig. 3). In the short term, 
autoregressive process error may be a better reflection of prevailing 
environmental conditions, but one should evaluate this assumption 
when the assessment is updated with additional years of data. 

When an environmental covariate is included in the assessment 
model, then it should be incorporated in the projections. If there are no 
observations for the covariate outside of the assessment window, then 
the process model assumed for fitting it can have a much greater impact 
on results. Returning to the vignette described in the previous section, 

Fig. 4. Diagnostics for evaluating recruitment model robustness: (a) Retrospective analysis; (b) change in scale of recruitment from the first estimate (with only 1 
year of observations on a year class) to the most recent estimate; (c) retrospective analysis of deviations in recruitment; (d) evaluating forecast accuracy from an 
earlier assessment (black circles are point estimates, red circles are projected recruitment) with the most recent assessment (solid blue line is median, shaded polygon 
is 95% CI). 
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two alternative assumptions were made for how the environmental co
variate was treated in 10 year projections (while fishing at F40): either 
the random walk process was allowed to continue, or it was held con
stant at the most recent 5 year average of the CPI. When the random 
walk for the CPI was allowed to continue, the CV of recruitment 
dramatically increased in the projections, whereas holding the CPI at a 
recent 5 year average slightly reduced the CV compared to the models 
where the CPI had no influence because including CPI effects reduced 
the estimate of σR (Fig. 3). Minor differences in projected recruitment 
existed for the null SRR regardless of the form of process error in 
recruitment and NAA, with the AR1 process predicting slightly fewer 
recruits than an iid process; however, predicted recruitment and CV 
from the non-null SRR were much more sensitive to the process error. 
Taken together, it suggests that the null SRR is far less sensitive to as
sumptions in projections than the non-null SRR, especially with autor
egressive process error, and is a sensible default. 

It is common to present projection results in terms of trajectories for 
spawning biomass and catch. In the short term, those quantities will be 
primarily composed of age classes that were estimated in the assessment. 
To reflect uncertainty due to recruitment, it can also be informative to 
express the fraction of those projected quantities that is due to the ter
minal assessment year estimate (informed by only 1 year of data) and 
projected recruitment (“paper fish” that are not estimated from data and 
only reflect model assumptions; Table 1). Ideally, the assessment should 
be updated before that fraction becomes large (recognizing that the 
fractions will also be impacted by the accuracy of assumptions about 

projected selectivity, maturity ogives, and weights at age). 
Pragmatic recommendations for forecasting recruitment: main

tain consistent assumptions in the assessment and projection time period 
with respect to biological parameters and process error structure, and 
evaluate the performance of those predictions when the assessment is 
updated. Autoregressive process error for recruitment (and potentially 
all NAA transitions, depending on assessment model structure) have 
been shown to perform better than iid in short term projections, and can 
be thought of as implicitly reflecting the most recent environmental 
conditions. The null SRR will be less sensitive than non-null SRR to as
sumptions about the process of environmental covariates, which sup
ports adopting the null SRR as a robust default assessment decision. 
Limit the length of projections for advice so that important quantities 
(SSB, Catch) are not entirely reliant on paper fish. 

2.3. Reference point decisions 

Different management bodies have different frameworks for man
aging stocks, but all generally have some MSY-like underpining and a 
concept of a “backstop” (call it a limit or threshold, etc.) such that stocks 
are managed to remain above that point. I therefore refrain from spe
cifics beyond discussing implications for MSY or proxy reference points 
and the associated backstop. 

Many of the decision steps discussed previously have important in
teractions, and this is also true for the impact on reference points. 
Foremost of those decisions are the form of the SRR and the units of 

Fig. 5. Annual estimates of SSB relative to SSB[MSY] (top row) or SSB[F40] (bottom row), fitted to simulated data either from 1910 to 1975 (left column) or from 
1955 to 1975 (right column) for two forms of stock recruit relationship (Mean or Beverton-Holt), and three possibilities for the exponent scaling weight to fecundity, 
fecundity = weightc: isometric (c=1), or hyperallometric (c=1.25 or c=1.5). The vertical dashed line separates assessment years from projection years, and the true 
fecundity in the OM is indicated by the label on the right of each panel. The solid black line is the true operating model stock status. In the top row, only the three 
Beverton-Holt models estimate MSY, while in the bottom row all six models can estimate SSB associated with fishing at F40. The solid and dashed red lines indicate 
an example of target and limit reference points for SSB. 
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fecundity. Reference points that correspond to Maximum Sustainable 
Yield (MSY) can be derived directly for non-null SRR (via replacement 
lines), and those should be estimated internal to the model so that the 
uncertainty and correlation structures are properly considered (Brooks 
and Deroba, 2015; Trijoulet et al., 2022). In these cases, the earlier 
decision about SRR parameterization when biological parameters vary is 
very influential. If the steepness parameterization was used, the result
ing MSY reference points would be driven by the year(s) chosen for those 
biological parameters in the replacement line calculation, but the user 
(and working group members, and management bodies) would not be 
aware of the uncertainty and possible bias associated with that specifi
cation. The α,β parameterization recommendation in Miller and Brooks 
(2021) makes this decision a separate step. Also, the fecundity unit can 
shift the perceived importance of age classes for the reference point 
associated with spawning biomass (Minte-Vera et al., 2019). The ratio
nale for choosing one suite of parameters over another may not be 
obvious (e.g., select values from recent years because prevailing con
ditions are likely to continue in the near term? Or, perhaps heavy 
exploitation is hypothesized to have reduced these values, so perhaps 
one chooses values from a period with lighter exploitation?). Similarly, 
if an environmental covariate is included, it will also lead to annual 
reference points (Xu et al., 2018), and yet another assumption is 
required to derive a long- term equilibrium value against which to judge 
current status. The repercussions of these decisions for management 
advice can be important (Legault and Palmer, 2016), and we should be 
transparent about the assumption we are making. 

The null SRR presents some of the same dilemmas as the non-null 
SRR. While MSY reference points cannot be derived directly from 
replacement lines (Legault and Brooks, 2013), the lack of dependence of 
recruits on spawning biomass does not imply Fmax as the default 
reference point as some have suggested. The use of the null SRR is a 
recognition of low contrast in observations rather than a belief that the 
stock can support infinite fishing. The application of SPR proxies is an 
assertion that a threshold exists even if we can’t estimate it. The basis of 
currently used proxies derives from analyses such as Clark (1991), 
(1993), (2002), and subsequent analytical work (e.g., Mace, 1994; 
Brooks et al., 2010), but only provide for “per recruit” reference points 
and corresponding fishing mortality but not absolute scale. A common 
approach is to scale those per recruit values by the estimated mean or 
median of the null SRR, which maintains consistency with how 
recruitment was modeled in the assessment period. Brooks and Legault 
(2015) explored several methods of scaling per recruit reference points 
and found that scaling by the estimated mean recruitment was fairly 
robust. While fitting an SRR outside of the assessment to estimated time 

series of recruits and SSB is sometimes attempted, the approach ignores 
the uncertainty, correlation, and myriad modeling decisions that pro
duced those model estimates (Brooks and Deroba, 2015; Trijoulet et al., 
2022), and recent simulated case studies in Trijoulet et al. (2022) 
demonstrated bias in selecting the correct SRR and the resulting refer
ence points. 

Revisiting the analyses in Section 2.1.2 (Units of fecundity) and 
Fig. 1, I illustrate the interaction of fecundity unit, SRR, and contrast in 
SSB in perceived stock status. The assessment data for that analysis were 
simulated from 3 operating models (OMs) that used one of the fecundity 
scalars previously explored (1.0, 1.25, or 1.5), and the same 6 estimating 
models (EMs) were fitted to each OM. The assessment fitting is repeated 
once with simulated data from 1910 to 1975 and a second time just with 
data from 1955 to 1975 using WHAM (Stock and Miller, 2021). For the 
longer time series, there is good contrast in SSB, and the non-null SRR is 
reasonably well determined but with slight positive bias in steepness 
(Table 2a), whereas the shorter time series has very low contrast and 
steepness was estimated near the upper bound of 1 for isometric and 
hyperallometric scaling (1.25) cases (Table 2b). The pattern of bias for 
estimated steepness, R0, and MSY values tends to mitigate the differ
ences in fecundity such that SSB relative to a reference point is not as 
different as the values of the SSB time series on absolute scale. Conse
quently, stock status relative to MSY is accurate in the long time series 
and is indistinguishable even when the EM misspecified the fecundity 
scalar (Fig. 5, top left). The default SPR of 40% was used to calculate 
proxy reference points even though the true OM %SPR was 44.5%, 
42.9%, or 41.7% for the three fecundity scalars. That introduced bias in 
the estimated stock status relative to SSB[F40], more so for the fecundity 
scalar of 1.5 (Fig. 5, bottom left). For the shorter time series, the SRR was 
nearly inestimable and the MSY reference points were very biased as was 
stock status (Fig. 5, top right). Cases with uninformative data such as 
these are precisely the situation where a null SRR is more pragmatic. The 
stock status estimates are nearly the same between the null and non-null 
SRR but bias in stock status is reduced when using the proxy compared 
to using MSY because the SRR was so poorly estimated (Fig. 5, bottom 
right). The main driver of the bias is primarily due to the misspecified 
fecundity scalar and also somewhat from the misspecification in using 
F40. The interaction of these three factors (fecundity unit, SRR, and 
contrast in SSB) can be important, and sensitivity analyses that explore 
alternative scalars for fecundity should carry those implications through 
to reference point and stock status estimates. 

Pragmatic recommendations for reference points: be aware of 
annual replacement line if biological parameters vary and/or an envi
ronmental covariate is included in a non-null SRR, and for both null and 

Table 2a 
Estimation model (EM) estimates of key parameters related to SRR and reference points for data simulated from an operating model (OM) for years 1910–1975 under 
three scenarios of a scalar relating fecundity to weight at age. In the OM, steepness was 0.65, σR was 0.472, and R0 was 1e+ 7 for all cases. All EMs were fit in WHAM 
(Stock and Miller, 2021).  

OM fecundity EM fecundity EM SRR EM h EM R0 EM σR OM SPR[MSY] EM SPR[MSY] OM SSB[MSY] EM SSB[MSY] EM SSB{F40] 

isometric isometric Mean NA NA  0.542  0.445 NA 4.83E+ 07 NA 3.54E+ 07 
isometric hyper_1.25 Mean NA NA  0.542  0.445 NA 4.83E+ 07 NA 5.62E+ 07 
isometric hyper_1.5 Mean NA NA  0.542  0.445 NA 4.83E+ 07 NA 9.09E+ 07 
isometric isometric Bev-Holt 0.69 1.06E+ 07  0.468  0.445 0.424 4.83E+ 07 5.03E+ 07 3.56E+ 07 
isometric hyper_1.25 Bev-Holt 0.74 1.05E+ 07  0.467  0.445 0.380 4.83E+ 07 7.18E+ 07 5.65E+ 07 
isometric hyper_1.5 Bev-Holt 0.78 1.03E+ 07  0.467  0.445 0.341 4.83E+ 07 1.04E+ 08 9.15E+ 07 
hyper_1.25 isometric Mean NA NA  0.612  0.429 NA 7.28E+ 07 NA 2.85E+ 07 
hyper_1.25 hyper_1.25 Mean NA NA  0.612  0.429 NA 7.28E+ 07 NA 4.52E+ 07 
hyper_1.25 hyper_1.5 Mean NA NA  0.612  0.429 NA 7.28E+ 07 NA 7.31E+ 07 
hyper_1.25 isometric Bev-Holt 0.63 1.06E+ 07  0.460  0.429 0.454 7.28E+ 07 5.19E+ 07 2.87E+ 07 
hyper_1.25 hyper_1.25 Bev-Holt 0.68 1.04E+ 07  0.458  0.429 0.409 7.28E+ 07 7.40E+ 07 4.55E+ 07 
hyper_1.25 hyper_1.5 Bev-Holt 0.73 1.02E+ 07  0.458  0.429 0.369 7.28E+ 07 1.08E+ 08 7.37E+ 07 
hyper_1.5 isometric Mean NA NA  0.741  0.417 NA 1.13E+ 08 NA 2.19E+ 07 
hyper_1.5 hyper_1.25 Mean NA NA  0.741  0.417 NA 1.13E+ 08 NA 3.47E+ 07 
hyper_1.5 hyper_1.5 Mean NA NA  0.741  0.417 NA 1.13E+ 08 NA 5.62E+ 07 
hyper_1.5 isometric Bev-Holt 0.58 1.09E+ 07  0.451  0.417 0.484 1.13E+ 08 5.45E+ 07 2.20E+ 07 
hyper_1.5 hyper_1.25 Bev-Holt 0.63 1.06E+ 07  0.449  0.417 0.440 1.13E+ 08 7.83E+ 07 3.50E+ 07 
hyper_1.5 hyper_1.5 Bev-Holt 0.68 1.03E+ 07  0.448  0.417 0.400 1.13E+ 08 1.14E+ 08 5.67E+ 07  
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non-null be transparent about the selection of year(s) used to define the 
“equilibrium” biological parameters associated with MSY or SPR prox
ies. Parameterizing the non-null SRR with α,β instead of steepness allows 
separation between fitting the SRR and specification of biological pa
rameters for calculating reference points. Be aware of the interaction of 
earlier modeling decisions about fecundity unit and carry sensitivity 
analyses through to reference point and stock status estimates. 

3. Discussion 

Recruitment is the age class for which data are typically the most 
sparse (and concomitantly most variable), and yet the way that it is 
modeled can have important impacts on reference points, catch advice, 
and rebuilding timelines. It is also an age class where we have the least 
ability to control directly – beyond limiting discards and protecting a 
portion of spawning biomass, we have no tools to dial recruitment up or 
down. The task of modeling recruitment has many challenges, and the 
pragmatic approaches herein are offered with the aim of reducing the 
potential for misspecification, exploring sensitivity analyses where 
warranted, and considering some additional diagnostics that may help 
evaluate robustness. 

Some established approaches rely on stationarity (implicitly or 
explicitly), but this assumption will only become harder to justify given 
the changes already observed in the biological parameters of many 
stocks, including in the environment that they inhabit. This observation, 
and analysis in Miller and Brooks (2021), form the basis for the strong 
recommendation to move away from steepness parameterizations and 
priors. Additional concerns with priors derived from meta-analyses are 
the lack of details about assumed parameters used for the replacement 
lines (when those parameters vary), use of stock assessment output to 
estimate the SRR, and defensibility/compatibility with other assessment 
data of the fitted SRR for assessments that had originally been config
ured with the null SRR. And as an example of what could go wrong in 
practice, Thorson et al. (2019), detail an experience on the West Coast of 
the U.S. where updates to a meta-analysis for steepness of Pacific 
rockfishes led to large changes in the estimate of mean steepness, which 
affected rebuilding estimates. If the stock being assessed is data poor, it 
is even more unlikely that a SRR can be estimated, and for such stocks 
meta-analyses are often employed. I see this approach as useful for 
generating “if-then” scenarios based on the stocks sourced for the 
steepness prior and other life history assumptions, with the aim to 
identify and prioritize data that could help reduce the set of “if-then” 
scenarios. But in such contexts, careful scrutiny should be paid to the 
information used to derive the priors, and it should be conveyed that 

results are assumption driven rather than strictly data driven. 
Recommendations on the age of recruitment are both pragmatic and 

based on avoiding misspecifications such as having the same fish appear 
in both the x- and y-axes. Incidental fishing mortality that occurs on 
juveniles prior to the age at recruitment will reduce yield for the directed 
fishery on older individuals; therefore, if the age of recruitment in the 
model is defined so as not to include the incidental fishing mortality, it 
can then be accounted for in the assessment model and potentially 
addressed with management measures. Evaluating the magnitude of 
bias that results from rounding down the density-dependent window 
could be explored with simulated data using assessment models that 
allow specification of the age at recruitment. 

Identifying the most appropriate unit of fecundity is a thorny issue, 
with so many nuances for each stock based on spawning behavior, age 
structure, reproductive condition, environmental state – all of which 
may vary over time and space. It is no wonder that we most often use 
weights, which are widely available, even though they have an explicit 
assumption of isometry. The consequences of not incorporating any of 
the myriad factors that could violate the isometry assumption can be 
explored by sensitivity analysis, where the hypotheses can be motivated 
from the available data on these different aspects of spawning. 
Continuing to collect data on fecundity (and other biological parame
ters) is important for evaluating whether parameters are changing over 
time. 

The proposal to default to the null SRR is a pragmatic approach to 
deal with lack of contrast, model selection bias, possible mis
specification due to non-stationary biological parameters, and the 
propagation of these issues into forecasts. It also removes the issue of age 
at first recruitment. Furthermore, modeling autoregressive process error 
in the null model produces recruitment estimates that are very similar to 
the non-null SRR (see discussion in Maunder and Thorson, 2019), and 
may mitigate differences in recruitment estimates for the most recent 
years. Differences may persist between the null and non-null SRR for 
historic data where data are sparser (especially if age composition data 
are lacking) and a wide variety of model assumptions are made (e.g., 
starting in equilibrium at unfished conditions, not estimating recruit
ment deviations and/or not bias correcting, fixing or tightly constraining 
both steepness and the variance about the SRR). Miller and Brooks 
(2021) recommend comparing results from assessments with the null 
and non-null SRR to assess the impact of these assumptions, and if re
sults differ then to increase the assumed variance of recruitment de
viations until those differences are negligible. 

For the null SRR, adopting SPR proxies for reference points, scaled by 
mean recruitment, allows specification of both “target” and “limit” SSB, 

Table 2b 
Estimation model (EM) estimates of key parameters related to SRR and reference points for data simulated from an operating model (OM) for years 1955–1975 under 
three scenarios of a scalar relating fecundity to weight at age. In the OM, steepness was 0.65, σR was 0.472, and R0 was 1e+ 7 for all cases. All EMs were fit in WHAM 
(Stock and Miller, 2021).  

OM fecundity EM fecundity EM SRR EM h EM R0 EM σR OM SPR[MSY] EM SPR[MSY] OM SSB[MSY] EM SSB[MSY] EM SSB{F40] 

isometric isometric Mean NA NA  0.443  0.445 NA 4.83E+ 07 NA 4.31E+ 07 
isometric hyper_1.25 Mean NA NA  0.443  0.445 NA 4.83E+ 07 NA 6.85E+ 07 
isometric hyper_1.5 Mean NA NA  0.443  0.445 NA 4.83E+ 07 NA 1.11E+ 08 
isometric isometric Bev-Holt 1.00 8.30E+ 06  0.443  0.445 0.303 4.83E+ 07 3.39E+ 07 4.31E+ 07 
isometric hyper_1.25 Bev-Holt 1.00 8.30E+ 06  0.443  0.445 0.261 4.83E+ 07 4.63E+ 07 6.85E+ 07 
isometric hyper_1.5 Bev-Holt 1.00 8.30E+ 06  0.443  0.445 0.226 4.83E+ 07 6.49E+ 07 1.11E+ 08 
hyper_1.25 isometric Mean NA NA  0.440  0.429 NA 7.28E+ 07 NA 3.39E+ 07 
hyper_1.25 hyper_1.25 Mean NA NA  0.440  0.429 NA 7.28E+ 07 NA 5.39E+ 07 
hyper_1.25 hyper_1.5 Mean NA NA  0.440  0.429 NA 7.28E+ 07 NA 8.72E+ 07 
hyper_1.25 isometric Bev-Holt 0.87 7.29E+ 06  0.432  0.429 0.342 7.28E+ 07 3.12E+ 07 3.40E+ 07 
hyper_1.25 hyper_1.25 Bev-Holt 0.89 7.30E+ 06  0.432  0.429 0.303 7.28E+ 07 4.40E+ 07 5.41E+ 07 
hyper_1.25 hyper_1.5 Bev-Holt 0.91 7.29E+ 06  0.432  0.429 0.270 7.28E+ 07 6.35E+ 07 8.75E+ 07 
hyper_1.5 isometric Mean NA NA  0.471  0.417 NA 1.13E+ 08 NA 2.38E+ 07 
hyper_1.5 hyper_1.25 Mean NA NA  0.471  0.417 NA 1.13E+ 08 NA 3.78E+ 07 
hyper_1.5 hyper_1.5 Mean NA NA  0.471  0.417 NA 1.13E+ 08 NA 6.12E+ 07 
hyper_1.5 isometric Bev-Holt 0.75 6.46E+ 06  0.403  0.417 0.398 1.13E+ 08 2.98E+ 07 2.41E+ 07 
hyper_1.5 hyper_1.25 Bev-Holt 0.78 6.43E+ 06  0.402  0.417 0.358 1.13E+ 08 4.27E+ 07 3.83E+ 07 
hyper_1.5 hyper_1.5 Bev-Holt 0.81 6.40E+ 06  0.401  0.417 0.324 1.13E+ 08 6.25E+ 07 6.20E+ 07  
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thereby creating a backstop on the depletion of spawners. Treating 
recruitment as an autoregressive process (and the annual transition 
between ages beyond recruitment, if the model supports it), can 
implicitly account for unidentified factors that lead to recruitment in 
adjacent years being similar, and has been shown to reduce bias in short 
term forecasts (Johnson et al., 2016). Future research that explores 
performance of this approach with real rather than simulated data is 
strongly recommended. 

The caveats about including environmental covariates, evaluating 
robustness through retrospective model selection, and evaluating 
sensitivity to projections are based on extensive literature review of real 
applications that don’t stand the test of time, even case studies with 
high-resolution ocean modelling and long time series of survey obser
vations (Plagányi-Lloyd et al., 2019). These model failures don’t imply 
that the environment is not influential but rather reflect the recognition 
that a single factor is rarely the only driver in all years and we likely 
can’t measure all influential drivers. This modeling conundrum where 
more than one driver could impact more than one biological process, 
with the balance and intensity across those processes changing through 
time, is a bit like trying to ascribe a retrospective pattern to just one 
cause – it is likely driven by more than one factor. This point is similar to 
the emphasis of the null SRR as an appropriate default – it doesn’t reject 
the necessity of spawners, rather it deals with the lack of contrast in the 
available data. As further support for this perspective, simulations that 
explored multi-stage recruitment processes with different 
density-dependent mechanisms in each stage found that a non-null SRR 
fit between the first and last stage resembled the null SRR because each 
successive density-dependent stage reduces the contrast in scale on the 
final ‘recruit’ axis (Brooks et al., 2019). 

In spite of the rationale against including environmental drivers, an 
argument for inclusion of a driver is to explore potential impacts to the 
stock under various future scenarios. In this case, by including the driver 
in the assessment and specifying the mechanism by which recruitment is 
affected, the fit and uncertainty associated with that driver can be car
ried forward into projections (as opposed to not including/fitting the 
index and then trying to explore those scenarios only in the projections). 
In cases where there are no observations of the driver outside of the 
assessment window, then hypotheses about future trends in the driver 
need to be explicit. 

Forecasts from assessment models will always be uncertain, and it is 
recognized that recruitment in most cases is “essentially unpredictable” 
(Sharma et al., 2019). Both past performance and the age when recruits 
make important contributions to projected catch and SSB should be 
factors that limit the length of projections for management advice. 
Management frameworks sometimes require longer projections for 
rebuilding scenarios. Depending on the life history and generation time 
of the stock, those projections can be unrealistically long. Conveying the 
uncertainty and tracking progress regularly will be important so that 
corrections can be made along the way. 

Recognizing that the length of forecasts should be limited presents 
challenges to the concept of reference points that are intended to reflect 
equilibrium conditions (particularly when reference points are derived 
from long term projections). Some analysts update reference points at 
each assessment update while others do not. Closed loop simulations to 
explore robust approaches to reference point calculations should be a 
high priority, and could include strategic analyses for providing advice 
under different environmental scenarios. Related to this, the original 
basis for default SPR proxies (Clark, 1991; Clark, 1993, e.g.) assumed 
constant biological parameters and used weights at age for fecundity. 
Revisiting the performance of default proxies when there is temporal 
variability in biological parameters and/or fecundity scaling is not iso
metric, for a wider range of life histories (the original analyses were 
based on groundfish stocks in the Northeast U.S.), could be undertaken 
in the same closed loop simulation just described. For the comparison of 
reference points in the simulation comparing isometry versus hyper
allometry, the exponent varied from 1.0 to 1.5 yet the %SPRMSY were 

quite close (44.5–41.7%, respectively). For a given life-history, 
exploring when those SPR proxies diverge could help understand the 
potential risk of assuming isometry. 

This suite of recommendations is largely informed by experience 
with stocks that have a well-defined spawning season, live for more than 
a few years, and have an identifiable ageing method. Additional char
acteristics informing this work are stocks with an exploitation history 
that predates both fisheries dependent and fisheries independent data 
collection, low contrast in estimated SSB time series, and inestimable 
SRR for fish stocks. There are plenty of exceptions to this profile, many 
of which require case-specific considerations. In this context, sex- 
changing fish, semelparous fish, and extremely short-lived fish prob
ably need additional considerations, and experts to weigh in on those. 

These recommendations also presume a reasonably data rich stock, 
but see Cope (this issue) for recommendations relative to data poor 
stocks. There is plenty of overlap with this recruitment topic and those of 
other keynote contributions, such as those on process variation (Nielsen 
et al., this issue), growth (Piner et al., this issue), stock structure (Cadrin 
et al., this issue), spatial models (Goethel and Berger, this issue), and 
diagnostics (Carvalho and Winker, this issue). Fruitful cross-fertilization 
of ideas would be a welcome result of this workshop. 

While the above recommendations were made with age-structured 
models in mind, a number of these could also be applied to size- 
structured models. For example, many invertebrate assessments 
(crabs, lobsters, e.g.) use the null SRR and assume weight is proportional 
to fecundity. Because of sexual dimorphism in growth in some stocks, 
and management measures to protect egg bearing females, conditions 
for sperm limitation are more of a concern than they are for teleost fish 
(with the exception of hermaphroditic life histories). 

Sensitivity analysis was recommended several times to explore the 
impact of assumptions on assessment results. An important aspect of 
sensitivity analysis is clearly conveying the risk associated with choosing 
one state of nature over the other. A consequence analysis, where catch 
advice from the base model is projected in the sensitivity model, and 
vice versa, is a further step that can be taken to illustrate risk to man
agers and other stakeholders (see, e.g. Northeast Fisheries Science 
Center (NEFSC) 2013). Additionally, comparing projection performance 
from the previous assessment (for both the base and sensitivity models) 
in a ‘retrospective forecasting’ analysis can be illuminating in terms of 
forecast skill and decision makers approach to risk (Brooks and Legault, 
2016). 

Best practice is often established by local precedent and expertise 
with a modeling framework, as well as common data idiosyncrasies (Li 
et al., 2021). It is expedient to adopt common strategies for stocks that 
share similarities in data characteristics and management frameworks, 
but it can also present a challenge for adopting new methods – the 
challenges of retraining, redeveloping software to produce diagnostics 
and reports, and explaining the basis for any impact on stock status and 
management advice, can be substantial. There can also be inertia in 
existing frameworks for conducting assessments that limit flexibility to 
introduce new approaches. Certainly best practice, and best imple
mentation, can differ depending on the modelling context, management 
question and regional mandates. But refining methods and designing 
new tests and diagnostics to evaluate our practice is a common goal. 
With recent emphasis on moving towards open and reproducible fish
eries science (Magnusson, this issue), there is an opportunity to archive 
model structure and data characteristics in order to synthesize and up
date our understanding of current practice and identify possible im
pediments to better practice. 
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Appendix A 

This analysis addresses the statements that estimating a SRR at age 0 is likely to mischaracterize uncertainty and that the resulting SRR parameters 
are actually informed by a later age and are just scaled by density-independent mortality. Support is also provided for the statement that rounding 
down the recruitment (i.e. truncating a portion of density-dependent interval) creates bias in the SRR. Derivations follow from equations in Brooks and 
Powers (2007). 

Consider a Beverton-Holt stock recruit relationship (BH SRR, hereafter), where recruitment occurs at age 1. In the interval between eggs (or 
spawning biomass), consider an arbitrary subdivision as in Fig. A1, such that Δt0 + Δt1 = 1.0. The same BH SRR can be obtained by modeling two 
separate BH SRR occurring in each interval, because the product of multiple BH SRR is again a BH (Beverton-Holt, 1957; Brooks and Powers, 2007). 
For this to hold, we must have recruitment in the first interval 

R[y+Δt0] =
α0S[y]

1 + β0S[y]
(1)  

and in the second interval, 

R[y+ 1] =
α1R[y + Δt0]

1 + β0R[y + Δt0]
(2) 

where 

α0 = f exp( − M0Δt0) (3)  

α1 = f exp( − M0Δt1) (4)  

β0 = fB0
(1 − exp(− M0Δt0))

M0
(5)  

and 

β1 = fB1
(1 − exp( − M0Δt1))

M0
exp( − M0Δt0) (6) 

In (1− 6), R is recruit, S is spawning biomass, α and β are the standard BH parameters, f is relative fecundity (converting biomass to numbers) and Bi 
is a density-dependent mortality term. The product of these two stage-specific BH SRR is 

R[y+ 1] =
αS[y]

1 + βS[y]
(7)  

where 

α = f exp( − M0Δt0 − M0Δt1) = f exp( − M0) (8)  

and 

β = β0 + β1 = fB
(1 − exp( − M0))

M0
(9) 

In general, Eq. (9) will be true only if B0 = B1 = B. As the interval Δt0 gets smaller, approaching 0, there is still consistency in the SRR (including 
when Δt0 =0). 

Now, consider if instead of the second interval being defined by a BH SRR, it is defined to be a density-independent transition only, where that 
mortality is defined by an assessment scientist to be some scalar, c, of the true but unknown M0. This would be an instance of ‘rounding down’, where 
some portion of the density-dependent window is treated as density-independent. Then we have recruitment in the first stage as 

R[y+Δt0] =
α0S[y]

1 + β0S[y]
(10) 
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with α0 and β0 defined as in (3) and (5), and in the second stage as 

R[y+ 1] = R[y+Δt0]exp( − cM0) (11) 

The product of this two-stage recruitment (one density-dependent BH, one density-independent) is 

R[y+ 1] =
α0S[y]

1 + β0S[y]
exp( − cM0) (12) 

In order for this two-stage process to be equivalent to the original one-stage BH from age 0 to age 1, we must have 

f exp( − M0Δt0 − cM0Δt1) ≡ α = f exp( − M0) (13)  

which is only true if c = (1-Δt0)/Δt1. 
Additionally, we must have 

fB0
(1 − exp( − M0Δt0))

M0
≡ β = fB

(1 − exp( − M0))

M0
(14) 

If B0 = B, then Eq. (14) is true only if Δt0 = 1, which is not the case if you round down the recruitment interval. Lastly, as Δt0 approaches 0, the 
density dependent interval gets smaller and smaller, and when Δt0 = 0, then there is no density-dependence and you effectively have the null SRR 
with age 0 as the first age. This is the same point made in Eq. (1) of the main text. 

From Brooks and Powers (2007) ( see their Eq. 13, but noting that α and β are switched in their derivation), these results can be interpreted in terms 
of their effect on steepness (h) and unexploited recruitment (R0). 

h =
αφ0

4 + αφ0
(15)  

R0 =
αφ0− 1

βφ0
(16) 

Thus, so long as α is unbiased, h will be unbiased (which is true when both intervals are density-dependent, and is true in the second case when c =
(1-Δt0)/Δt1. However, R0 depends on both α and β, and will be biased when either of those parameters are. When both intervals are density- 
dependent, β is unbiased when B0 = B1 = B. In the second case, β is biased and therefore, R0 would be as well. 

A further consideration from the standpoint of estimation in the stock assessment model is the characterization of uncertainty. For the single stage 
SRR with recruitment at age 1, there is an associated σ2 that is the variance about the SRR. What happens if you subdivide that SRR into two stages and 
treat the second stage as density-independent, and then fix σ2? If the claim is that data at age 1 (or later) informs the SRR at time Δt0, then the range of 
R[t + Δt0] is likely to be greater than expected because the numbers at age 1 (or later) are scaled linearly by the assumed density-independent 
mortality rather than non-linearly if the second interval were density-dependent. The magnitude of bias in SRR parameters and recruitment de
viations is hard to predict and likely to be very case specific. However, given that there are several assessment frameworks where the age of 
recruitment can be specified by the user, it would be valuable to simulation test this to better understand the consequences of starting a non-null SRR at 
age 0.

Fig. A1. Time line illustrating intervals between age 0 and age 1 where a stock recruit relationship might be subdivided and modeled as either density-dependent or 
density-independent. 
. 

Appendix A. Supporting information 

Supplementary data associated with this article can be found in the online version at doi:10.1016/j.fishres.2023.106896. 
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